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Abstract
We propose a method to procedurally model the fluid flows of explosion phenomena by taking physical properties
into account. Explosion flows are always quite difficult to control, because they easily disturb each other and
change rapidly. With this method, the target flows are described by control paths, and the propagation flows
are controlled by following these paths. We consider the physical properties, which are the propagations of the
pressure generated by the ignition, the detonation state caused by the pressure and the fuel combustions. Velocity,
density, temperature and pressure fields are generated procedurally, and the fluid flows are computed from these
four fields based on grid-based fluid simulations. Using this method, we can achieve a fluid motion that closely
resembles one generated solely through simulation. This method realizes the modeling of flows controlled frame
by frame and follows the flow’s physical properties.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation; I.6.8 [Simulation and Modeling]: Types of Simulation—Animation

1. Introduction

Explosion phenomena are defined as the propagation of
fluid, the flowing density of flame with compressible expan-
sion behavior caused by the chemical process consisting of
low- and high-speed fluid aspects (see [Bak73] and [HS94]).
The high-speed aspect is where ignition occurs and the flu-
ids propagate rapidly by expansion. The low-speed aspect
is where the fluids continue to propagate with a gradual
loss of velocity, and then converge at the destination. Ex-
plosion flows show properties such as whirling and stream-
ing motions throughout the entire process. Ignition causes
the propagation of pressure from the explosion source, and
this strong pressure is called a shock wave. This pressure
determines the physical explosion properties. We focus on
a model of the explosion phase prior to the flow reaching
its destination, while previously-proposed approaches have
dealt with what occurs after the flow reaches its destination.

Explosion behaviors are extremely complex, in particular
high-speed flows and large turbulence have to be considered
when attempting to express such behaviors. Therefore, ex-
plosion flows are difficult to define using simple geometric
features or only physical parameter settings at the ignition.
Adding to that, a grid size for the simulation typically has to
be small enough to realize the whirling and streaming flows.

However, with the small grid size it is difficult to realize
high-speed flows, because the time steps need to be small
according to a CFL condition and that leads to huge compu-
tational costs.

In related work, Kim et al. proposed a method to guide
flows by generating velocity fields along a path to control
smoke as a general fluid [KMD06]. Simulations for explo-
sions are, however, different from simulations for other fluid
phenomena, and it is difficult to lead the behaviors with
large vortices and high-speed flows using only the method
of Kim et al.. Dobashi et al. [DSYA09] proposed a con-
trol method for explosion by directly adjusting the veloc-
ity fields in grid-based simulation. It is, however, quite diffi-
cult for this method to realize the detailed control for high-
speed flows as a unique explosion property, or to generate
the highly curved flows with occlusions from the source. We
believe that explosions must be characterized step by step
based on the propagation behaviors of the flows during the
simulation. This is because the model should have enough
information about the flows during each step to describe the
whole propagation in a relatively short time before the flow
reaches its destination.

We propose a procedural method to model explosion phe-
nomena by considering the physical properties. In addition
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to controlling the explosion flows based on the paths spec-
ified by the user, the flow fields are procedurally generated
and the grid-based simulations are applied to the fields. In
this way, a smooth transition from high-speed flows to low-
speed flows can be realized. We generate density, velocity,
temperature and pressure fields based on explosion curves
derived from the physical explosion models, and realize the
complex explosion behaviors including large vortices and
pressure change in flows. Our method also takes into con-
sideration the detonation phenomena to cause the drastic
change of pressure and the fuel combustion to cause large
vortices.

We believe our method has the following advantages:

• While our mathematical equations are directly and theo-
retically derived from the physics, we first present prac-
tical ways to apply those equations to compressible and
explosive fluids for computer graphics simulation.

• Although the flow behaviors are less physically accurate
than full grid-based simulation, each flow following a
control path exhibits the appropriate physical properties.

• The user inputs are the specifications of non-uniform ra-
tional B-spline (NURBS) curves and the parameters of the
explosion curve. The explosion flows are automatically
calculated once the inputs are complete. Therefore, our
method realizes modeling of the flows that is free, easy to
predict and intuitive for the user.

• In our method, the transition between compressible and
incompressible states as a unique explosion property is
consistently dealt with by grid-based simulation. After
the transition to low-speed flows, various previously-
proposed approaches for grid-based simulations can be
applied.

The rest of the paper is organized as follows. In Section 2 we
briefly review the relevant related work. Section 3 presents
the details of our model and the algorithm. In Section 4 we
show our experimental results and discuss the advantages
and limitations of our approach. Section 5 presents conclu-
sions and suggestions for future work.

2. Related Work

Modeling explosions. Yngve et al. [YOH00] proposed a
model in which compressible Navier-Stokes equations with
small time steps are used to generate blast waves of explo-
sions. Sewall et al. [SGTL09] introduced a finite volume
method for resolving shock waves that requires small time
steps to describe the compressible phenomena. In a later
study, a divergence modification was added to [Sta99] to
handle the reactive ignition described in [FOA03]. While
[FOA03] can realize the drastic effects of the ignition, the
high-speed flows generated by this method are hard to pre-
dict.

Takeshita et al. [TOT∗03] modeled flames of explosions
using the Lagrangian method. Ihm et al. [IKC04] and Kang

Figure 1: Explosion curves. Left: Pressure magnitude curve.
Right: Density opacity curve, pressure propagation curve
and density propagation curve.

et al. [KJI07] extended the method of Takeshita et al. to
create a model for explosive fluid by using chemical re-
action processes. Gao et al. [GLHB09] proposed a hybrid
solver of Lagrangian and Eulerian methods to deal effec-
tively with high- and low-speed fluids in one model. Kwatra
et al. [KGF10] proposed a method to physically calculate an
explosion’s compressible-to-incompressible transitions with
larger time steps in a semi-implicit method. Since those pre-
vious works determine the explosion behaviors only by the
physical parameters, it is difficult to control the complex ex-
plosion behaviors.

Control for fluid simulations. Treuille et al. [TMPS03]
proposed the density keyframing algorithm whereby the
driving forces to generate specific keyframes are optimized.
To follow up this research, Fattal and Lischeiski [FL04]
modeled the algorithm to avoid optimization. To get smoke
fluids to follow specified paths, Kim et al. [KMD06] pro-
posed a path-based control method by generating veloc-
ity fields. Shi et al. [SY05] controlled target liquids, which
change their shapes rapidly by external forces. Thuerey et al.
[TKRP09] proposed a control method by decomposing ve-
locity fields into low- and high-frequency components with
various control forces.

Pighin et al. [PCS04] edited buoyancy-driven fluids by
specifying the density at various keyframes. Beaudoin et
al. [BPP01] and Lamorlette et al. [LF02] realized the behav-
iors of fire by using primitives or particle elements based on
physical properties without numerical simulations.

Although various types of fluid control models have been
proposed, unfortunately only a few methods for modeling
explosion fluids have been developed. The step size needs to
be small enough for high-speed explosions, as in the method
of Shi et al. [SY05]. This leads to huge computational costs
not suitable for user turnaround. Dobashi et al. [DSYA09]
first proposed a fluid control model specialized for explo-
sion. However, this method’s primary purpose is to effec-
tively generate the end flow as it reaches the destination,
rather than to simulate the entire propagation of the flow
frame by frame.
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Figure 2: Our algorithm. Pre-processing: flow control path converted from user-specified NURBS curve; Process 1 and Process
2: density and temperature fields and velocity fields calculated based on density propagation and opacity curves, respectively;
Process 3: pressure field determined based on the pressure propagation curve; Process 4: detonation state for drastic pressure
change and fuel combustion for large vortices; Process 5: grid-based simulation of the field calculations.

3. Model and Algorithm

3.1. Model

We define a model based on physical properties to gener-
ate the behaviors of flows in explosion phenomena. We con-
sider a one-dimensional model as the physical model. This
one-dimensional model represents the propagation proper-
ties over time in a certain direction from the source to the
destination. Explosion flows are described by applying this
one-dimensional model to each of the control paths specified
by the user.

For the model to calculate the flows along the control
paths, we utilize the pressure magnitude curve, pressure
propagation curve, density propagation curve, and den-
sity opacity curve defined by [Bak73] and [HS94] (or see
[GD77]) (Figure 1). The vertical axes are different for each
curve, while the horizontal axes of all those curves describe
time. The pressure magnitude curve exhibits an important
property, and the other curves are derived from this curve.
In other words, the pressure obtained by the pressure magni-
tude curve determines other physical properties (the density
opacity, the velocity of density, the magnitude of pressure,
and the velocity of pressure).

The magnitude of propagating pressure front p at the ex-
plosion can be approximated by the Friedlander equation
[Bak73] as described below. We define p as the standard
pressure. The pressure magnitude curve (Figure 1 left) for-
mularizes the following equation:

p(t) =



p0 +Pp(1− t
td )e

− bt
td , i f t ≤ td ,

p0 − 2Pm
tn (t − td), i f t > td

& t ≤ td +
tn
2 ,

p0 − 2Pm
tn (td + tn − t), i f t > td +

tn
2

& t ≤ td + tn,
p0, i f t > td + tn,

(1)

where p0 is the ambient pressure, Pp is the peak over pres-

sure, Pm is the minimum negative pressure, td is the time
to reach p0, tn is the time to reach p0 from td , and b is the
decreasing coefficient. This curve indicates that a huge pres-
sure arises around the ignition, and that pressure gradually
decreases and converges before the flow reaches its destina-
tion. On the other hand, the density propagation curve de-
scribes the propagation velocity of flow (density), and the
density opacity curve describes the opacity (density value)
of flow. The pressure propagation curve describes the prop-
agation velocity of standard pressure. The latter three curves
are formulated in later sections.

In our method, each explosion flow propagates on each
control path until the destination time based on the propaga-
tion velocity magnitude of the flow is reached. This veloc-
ity magnitude is determined by the explosion curves repre-
sented by the one-dimensional model described above. The
distance from the ignition source to the destination, that is,
the length of each control path, is different, while we also
consider all flows to reach the ending points of the paths at
the same time. To this end, the propagation velocity magni-
tude of each flow is scaled based on the actual length of each
path. Therefore, the longer the control path is, the larger the
actual velocity magnitude becomes, while the relative veloc-
ity magnitude on each path between times is maintained.

In contrast, the explosion behaviors for the entire scene
domain are realized by the grid-based simulation. Namely,
our method combines the grid-based simulation with the
generation of velocity, density, temperature and pressure
fields from multiple control paths. Therefore, consistency for
all explosion behaviors is maintained, while each explosion
flow is controlled.

3.2. Algorithm

Figure 2 shows our algorithm. There is one pre-processing
in our algorithm. There are also five modeling processes per
step. The five processes are executed until the flows reach
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the destination, while only Process 5 is executed after the
flows reach the destination.

• As Pre-processing, NURBS curves representing the tar-
get flows are specified by the user. These curves are auto-
matically converted into flow control paths and pressure
control paths (Section 3.3).

• As Process 1, to realize the compressibility of the flow,
the density opacity during the current step is calculated.
The density and temperature fields at the region along the
flow control paths are also generated (Section 3.4.1). Fur-
thermore, fuel particles are randomly generated based on
the temperature (Section 3.4.6).

• As Process 2, the propagation velocity magnitude of the
density during the current step is calculated, and velocity
fields at the region along the paths are generated. Vortex
particles are also randomly generated (Section 3.4.2).

• As Process 3, the velocity and the magnitude of the pres-
sure front during the current step are calculated, and the
pressure fields at the region along the pressure control
paths are generated (Section 3.4.3).

• As Process 4, by detecting the detonation state that will
cause the drastic change in the pressure, the pressure fields
are amplified (Section 3.4.5). Large vortices are generated
from fuel particles by considering the combustion (Sec-
tion 3.4.6).

• As Process 5, the whole grid domain is calculated by exe-
cuting grid-based simulation [Sta99] for one step (Section
3.4.4).

Details of each process in our algorithm are described in the
following sections.

3.3. User Input and Control Path

The parameters for the pressure magnitude curve (Equation
(1)) are determined by the user. Also, NURBS curves (brown
curves in Figure 2) are specified to prescribe the directions
of the desired target flows. The beginning locations of those
NURBS curves describe the explosion sources, and the end
locations describe the destination points. Our method con-
siders that the density to represent the flow proceeds along
this curve of width w. The propagation time of the flow from
the source to the destination is T , which is the actual time
corresponding to the time tv when the propagation magni-
tude becomes 0 at the density propagation curve (Figure 1
right). Here, tv is automatically determined once td is ob-
tained, and td < tv is always true. The user specifies w and
T .

The pressure magnitude curve in Equation (1) determines
three curves in Equation (2), (3), and (6) described below.
The horizontal axis, t, is scaled by considering that the time
when density propagation magnitude becomes 0 in Equation
(2) is T .

Actual calculation is executed in the grids covering the en-
tire domain to describe the target explosion. Therefore, each

Figure 3: Left: Density Field. Right: Pressure field.

NURBS curve is automatically converted into a flow control
path (blue line in Figure 2) defined as a discretized curve
composed of a sequence of center points on the grid.

The pressure propagates faster than the flow, and the prop-
agation distance of the pressure is also longer than that of
the flow. Therefore, the pressure control path (green line in
Figure 2) is generated by extending the curve along the av-
eraged unit tangent vector of the curve’s last several points
(black points in path extension in Figure 2).

T is discretized by n sets of time interval ∆t, and the com-
putation for T is described as n steps. The density flows start
from the explosion source at t = 0, propagate along the spec-
ified curves in each step, and reach the ends of the curves at
the n th step (time t = T ).

3.4. Process per Step

In this subsection, the process at step i (i = 0 . . .n), in other
words, when time t = ti, is described. Five processes per
step, which are the density and temperature generation, ve-
locity generation, pressure generation, pressure amplifica-
tion, fuel combustion, and grid-based simulation, are exe-
cuted in order.

3.4.1. Density and Temperature Field Generation

First of all, the density fields along the flow control paths
during step i are generated (Process 1 in Figure 2). Those
fields are calculated based on both the density propagation
curve to describe the density propagation velocity and the
density opacity curve to describe the density value.

The velocity magnitude, v(t), at the density propagation
curve is described [HS94] as follows:

v(t) =
cp(t)
γp0

(1+
γ+1

2γ
p(t)
p0

)
− 1

2

, (2)

where c is the speed of sound in the air, and γ is the ratio of
the specific heats (1.4 at the ambient pressure).

The front-most location of the flow on the path during the
current step i is calculated based on this velocity magnitude,

c⃝ The Eurographics Association 2011.



G. Kawada & T. Kanai / Procedural Fluid Modeling of Explosion Phenomena Based on Physical Properties

Figure 4: Velocity field.

which describes only the relative value. Therefore, this ve-
locity magnitude needs to be scaled to become the magni-
tude along each actual control path. Namely, we consider
that the flow propagates based on the velocity magnitude de-
scribed by Equation (2), and then the propagation distance
from the source until time ti is l(ti) = ∑i

k=1 v(tk)∆t. There-
fore, the propagation distance until time T is described as
l(T ). We also let the corresponding length of a control path
be L, and then the propagation velocity magnitude on the
actual control path becomes V (ti) =

v(ti)L
l(T ) .

The density value ρ is determined based on the density
opacity curve and ρ at this curve is described [HS94] as fol-
lows:

ρ(t) = ρ0
2γp0 +(γ+1)p(t)
2γp0 +(γ−1)p(t)

, (3)

where ρ0 is the ambient density specified by the user.

The propagation distance of the flow during step i is
V (ti)∆t. We define the control path segment corresponding
to this distance as Si, and then the density fields are gener-
ated on the grids corresponding to the sweep region made by
the width w that surrounds Si (Figure 3 left, red region). In-
deed, the uniform value ρ(ti) is allocated at each grid inside
this sweep region.

The temperature fields are also generated in the same way
as the density fields. The uniform temperature value (spec-
ified by the user) is allocated at each grid inside the same
sweep region. This temperature value decreases at a constant
rate as time passes after the ignition based on the principle of
thermal radiation. Those temperature fields computed proce-
durally are mainly utilized for generating large vortices by
combustion (described in Section 3.4.6).

3.4.2. Velocity Field Generation

The velocity field is computed by combining direction veloc-
ity field Ud and vortex velocity field Uv as follows (Process
2 in Figure 2):

U = Ud +Uv. (4)

The direction velocity field (Figure 4 left) during the step i
is generated at each grid inside the sweep region along Si
in the same way as the density field. Namely, the direction
velocity ud is allocated at the each grid, and the velocity is
described as:

ud(G(g)) =V (ti)t(g), (5)

where g (Figure 4 left, light blue grid) is a grid on Si, G(g)
is a set of grids (Figure 4 left, pink region) inside the circle
region with width w surrounding g, and t(g) is the unit tan-
gent vector derived from g on the flow control path. V (ti) is
the same value for all grids inside the sweep region.

The vortex velocity field Uv (Figure 4 right) is an impor-
tant explosion property. We apply the vortex particle method
by [SRF05] to add fine details of whirling motions. The vor-
tex particles with uniform magnitude are randomly gener-
ated at the grids inside the sweep region Si in the same way
as the direction velocity field. Namely, the vortex velocity
field whose center is a particle is added to this region. Par-
ticles also advect along the field as the step proceeds. Also,
vortex vectors of the field are rotated per step without chang-
ing its magnitude [SRF05]. This prevents the total magni-
tudes on the partial region from increasing as the step pro-
ceeds. More dynamic and complex behaviors of explosion
phenomena are realized by such vortex velocity fields.

3.4.3. Pressure Field Generation

The pressure field propagating along the control path is cal-
culated according to the propagation velocity determined by
the pressure propagation curve (Process 3 in Figure 2). As
described in Section 3.3, since the pressure propagates faster
than the density flow, the pressure field propagates more
forward than the density field. We consider the pressure to
propagate until time td . The velocity magnitude, vp(t), at the
pressure propagation curve is described [HS94] as follows:

vp(t) = c(1+
γ+1

2γ
p(t)
p0

)

1
2

. (6)

The actual velocity magnitude on the pressure control path,
V p(ti), is calculated in the same way as V (ti), the actual ve-
locity magnitude on the flow control path (Figure 3 right).
Namely, the scale adjustment is applied to vp based on both
the control path length and the propagation distance at the
pressure propagation curve.

It is very important to note that the method to calculate the
pressure field is totally different from the methods to calcu-
late the density and velocity fields, as described previously.
The density and velocity fields are generated in the region
where the flow propagates only at the current step based on
the corresponding explosion curves. In contrast, the pres-
sure distribution during the current step between the pressure
front and the pressure end (the source) is independent of the
previous frame’s distribution, which is calculated based on
the previous step. In other words, each frame’s distribution
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is calculated based only on that frame’s information. There-
fore, the pressure fields need to be calculated step by step by
considering the entire distribution between the front and the
end of the current pressure.

Our method to calculate the pressure field is described
as follows [WBB99]. First of all, we define S̃ p

i , the pres-
sure control path segment ranging from its top to its end,
as shown in Figure 3 right. The distance for S̃ p

i is then
Lp(ti) = ∑i

k=1 V p(tk)∆t. The pressure value 0.4P(ti) is gen-
erated at each grid inside the sweep region along the seg-
ment ranging from the end to the point corresponding to
0.5Lp(ti). P(ti) is the adjusted value determined by consid-
ering the standard pressure, p(ti), to be linearly† propor-
tional to the velocity magnitude of the pressure. The scaled
pressure magnitude, P(ti), is then obtained. For the rest of
the segment S̃ p

i , we consider 0.4P(ti) for the location of
0.5Lp(ti) and P(ti) for the front. In this case the pressure
field values inside the corresponding region are linearly in-
terpolated.

3.4.4. Grid-Based Simulation for Fields

The density, temperature, velocity, and pressure are deter-
mined around the control paths as our algorithm proceeds to
Process 3. The grid fields for the entire domain are, however,
not determined yet. Therefore, by applying grid-based simu-
lation [Sta99] for one step, the density, temperature, velocity,
and pressure fields are updated for the entire domain.

Our method updates each field by two-stage calculations,
as follows. For the first stage, advection, pressure (projec-
tion), and diffusion terms in grid-based simulation [Sta99]
are solved for one step without utilizing the pressure fields
calculated in Section 3.4.3. The reason is that p(t) is in-
cluded in the right term of Equation (2) and (3) for the den-
sity and velocity fields in Section 3.4.1 and 3.4.2. Therefore,
the density and velocity fields take the effects by the pressure
calculated in Section 3.4.3 into account.

For the second stage, first the pressure fields are calcu-
lated as described in Section 3.4.3. Those calculated fields
are used to determine the detonation state in Section 3.4.5.
The pressure field for the whole domain is generated by solv-
ing the pressure term of the grid-based simulation. This field
is mainly utilized for the visualization of pressure (shock
wave).

In our method, Process 5 continues after time T while
all other processes are terminated. All fields are stably and
consistently solved from procedurally determined pieces of

† According to Equation (6), the pressure magnitude needs to be
proportional to a square of the velocity magnitude of the pressure.
However, we found by our experiments that the pressure magnitude
difference between the paths becomes quite huge, so we apply this
linear relation equation.

Figure 5: Rankine-Hugoniot Relation Equations.

fields, especially for advection, and pressure terms. There-
fore, the pressure calculated at the compressible state is
not added to the incompressible solver as a huge numeri-
cal burden. This is the advantage of our method in terms
of preventing the velocity field from diverging, as discussed
in [KGF10].

3.4.5. Considering Drastic Change of Pressure

The pressure is changed drastically in the domain where the
shock wave pressure propagates. The state that yields the
drastic pressure change is called the detonation state. In this
subsection, we explain our method to realize the pressure
change caused by a strong detonation state. By considering
such a change in state, large vortices and changes over the
entire flows are realized.

We use the Rankine-Hugoniot relation equations [Law06]
(see graphs in Figure 5) to express the drastic pressure
change, as follows:

(p̂+
γ−1
γ+1

)(η̂− γ−1
γ+1

) =
4γ

(γ+1)2 +2q(
γ−1
γ+1

), (7)

M2 = − p̂−1
γ(η̂−1)

, (8)

where p̂ denotes the pressure change rate between before
and after the pressure propagation, and η̂ denotes the change
rate for the inverse of the density (= 1/ρ). Both of these
equations describe the relationship between p̂ and η̂. Here,
q denotes the amount of heat release per unit mass flux, and
M denotes the Mach number (= vp(t)/c). Equation (7) rep-
resents two different curves (each is the Hugoniot curve)
depending on the q value. Equation (8) is also called the
Rayleight curve.

The detonation state when q = 0 is the strongest detona-
tion state that yields the largest pressure change between be-
fore and after the propagation. We consider the intersection
point, (X0), of the Rayleight curve and the Hugoniot curve
when q = 0 (solid red line in Figure 5).

In contrast, the detonation state when q > 0 yields less
pressure change, because the energy is partially used for heat
generation. This state is considered to be the state of a usual
explosion. There are two intersection points (X1,X2) for the
Rayleight curve and the Hugoniot curve when q > 0 (dotted
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red line in Figure 5). In general, the change rate for the pres-
sure on X0 ( p̂X0 ) has a larger value than the change rates on
X1,X2 ( p̂X1 , p̂X2 ).

In our method, the strong detonation state is realized by
the amplification of the pressure as follows: the pressure
change rate rp̂ =

2p̂X0
p̂X1+p̂X2

is multiplied to P(ti) if M > 1 (the
condition to become the detonation state by considering the
Mach number). P(ti)rp̂ is replaced by the new pressure value
in Process 3 (Section 3.4.3). This routine is added as Process
4, as shown in Figure 2.

For the temperature field, the temperature value is ampli-
fied by using the same pressure change rate, rp̂.

3.4.6. Fuel and Combustion

In this subsection, we consider the relationship between
fuel and combustion and realize large vortices, including the
flows called turbulence. As an actual routine, fuel particles
are generated depending on fuel quantity. We define fuel par-
ticles as the seeds to generate the large vortices with the du-
ration time determined by the temperature. In addition, those
particles advect themselves with the density flows.

We consider two sphere-shaped explosions, A and B. Let
the ignition fuel quantity for A and B be WA and WB, respec-
tively, and the distance in a certain direction from the source
to the destination for A and B be dA and dB, respectively. The

relationship WA
WB

=
(

dA
dB

) 1
3

exists in those values [HS94]. We
now regard W as the generation probability of fuel particles,
in other words, the quantity to determine the percentage of
particles for a certain region. Therefore, W is determined ac-
cording to the control path length, d, by utilizing the above
relationship. Our method for generating fuel particles is de-
scribed as follows. In the density field generation in Section
3.4.1, fuel particles are at the same time generated at the
probability rate of W , which is much smaller than the rate
for the vortex particles here.

Next, the duration time for the vortex is determined based
on the temperature of the grid where each fuel particle is
generated. According to the Arrehenius equation, the energy,

K (= β1e−
β2

Tem ), is calculated, where Tem denotes the tem-
perature of the grid, β1 denotes the frequency factor coeffi-
cient, and β2 denotes the energy coefficient. The calculated
energy determines the magnitude of the vortex. This vortex
decreases at a constant rate as the time passes, and the dura-
tion time is the time when the vortex magnitude becomes 0
from the generation of the vortex.

Similarly this algorithm to determine the duration time
can also be applied to the vortex particles described in Sec-
tion 3.4.2. We also simply realize the density transition of
flame to smoke at each grid by considering the temperature
below a certain threshold specified by the user. To generate
smoke more specifically, density values can be added to the
grid with the temperature below the threshold.

Figure 6: Our method (one path). First row (without the
drastic pressure change or combustion). Second row (with
only the drastic pressure change). Third row (with only the
combustion). Fourth row (with both the drastic pressure
change and combustion).

4. Results and Discussion

Experimental results obtained by using our method are
shown in this section. The results are generated using a PC
with a 2.8-GHz Intel Core i7-930.

Figure 6 shows the comparison with and without consid-
ering the drastic pressure change and combustion by using
one vertical control path specified from the bottom to the
top of the domain (1003 grids, Left: 10th frame (destination
time), Right: 20th frame). The example shows that the quan-
tity of the flow movements is increased only with the drastic
pressure change (second rows). Also, the flow disturbances
by large vortices can only be seen in the example with the
combustion (third rows). Since we apply a 1D model to a
3D domain, as Figure 6 shows, the velocity fields include
some discontinuous artifacts, especially in the case of one
path compared to the case of multiple paths.

Figure 7 shows the comparison between the previous
method [FOA03] that uses only the grid-based method with
vortex particles [SRF05] and our method (1003 grids). As
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Figure 7: Comparison of our method with the previous
method (ground explosion No. 1 at the 50th frame, which is
after the destination). Left: our method (input curves). Right:
previous method [FOA03].

the figure shows, our method realizes similar propagation
behaviors from the source as those described using the pre-
vious method, while it is difficult to compare the methods
under exactly the same conditions. In addition, the exam-
ple shows that our method models the explosions along the
control paths. One of our main contributions is high control-
lability in flow directions and specific target shapes, which
purely grid-based simulation cannot realize.

Figure 9 demonstrates the results using two different sets
of control paths by our method. Both results are generated
with 2003 grids. The first two rows in the figure are examples
with the paths specified to all directions uniformly, to repre-
sent a hemisphere-shaped explosion, while last two rows are
the examples with the paths specified to only several specific
directions. All examples show our method to freely model
the explosions along the paths. The generation of explosions
along such path directions have not been addressed in a pre-
vious method, and this is the main advantage of our method.

Figure 8 shows a comparison on a camel model with and
without the drastic pressure change. Both results are gener-
ated with 2003 grids and the same control paths. Regarding
the control paths, the NURBS curves to a head, front legs,
and back legs are specified by the user, while the curves
to vertices of the body are automatically generated. The top
row in the figure shows the example with the drastic pressure
change, and the bottom row in the figure shows the exam-
ple without the drastic pressure change. The largely curved
paths in the top row show that the increased quantity of the
flow makes the flows larger than the target shape, especially
around the neck. For these kinds of shapes, the algorithm to
consider geometric features of the paths has to be developed
as a future work.

The computational cost per frame is about 60 seconds in
both Figure 8 and Figure 9 with 2003 grids (10 seconds on
average for Process 1 - 4). Approximately 30 seconds have
to be added when the pressure term in the grid-based sim-
ulation is solved for the purpose of visualizing the pressure
(shock wave). The computational cost to complete the pro-
cesses of our method is quite low, while the computation is
spent mostly on the pressure term for the visualization.

Figure 8: Our method (camel). Top row (with the drastic
pressure change) left: 10th frame (destination time) and in-
put curves. Top row right: 55th frame. Bottom row (without
the drastic pressure change) left: 10th frame. Bottom row
right: 55th frame.

5. Conclusions and Future Work

In this paper, we proposed a method to procedurally model
explosion phenomena by considering physical properties
along the control paths specified by the user. The user’s in-
tension can be taken into account by our method, and at the
same time explosion flows with complex behaviors can be
realized by considering the propagations of the pressure and
density flow, the fuel combustion and the detonation state to
represent the drastic pressure change.

As our future work, more refined algorithms for generat-
ing control paths will be considered. For example, the path
widths can be automatically calculated based on the rela-
tionship between the target explosion shape and the speci-
fied curves, and tree-structural paths can also be considered
to describe the flow details. Automatic systems to optimize
the number of paths can also be developed by considering
the velocity fields among the paths. In addition, interactions
with objects have to be taken into account by considering the
pressure reflection effects during the interactions. Finally,
we would like to reduce computational time by developing a
more interactive system for users.
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Figure 9: Our method with both the drastic pressure change
and combustion. First row: ground explosion No 2, 10th
frame (destination time) and input curves. Second row:
ground explosion No 2, 30th frame. Third row: ground ex-
plosion No 3, 25th frame (10th frame is destination time)
and input curves. Fourth row: ground explosion No 3, 70th
frame.
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