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Abstract

Sparse Low-degree IMplicit (SLIM) surface [11] is a recently developed non-conforming surface representation. In this paper, a method for free-form deformation of SLIM surfaces is presented. By employing a Laplacian based mesh deformation technique, a global deformation is realized as movements of the centers of the local function supports. A graph connectivity for defining the Laplacians is simply created using inclusion of other centers in the supports. By following the global deformation according to the movements of the centers, we update each local function and its support size via several times of local least square fittings by using the new positions of the neighboring centers. Since the additional computations for updating local functions are very computationally cheap, the proposed SLIM surface deformation achieves an interactive surface deformation similarly to Laplacian based mesh deformation techniques. Further, because a SLIM surface requires a smaller number of elements than a mesh for representing the same geometrical details, the computational effort for a global Laplacian based deformation is dramatically reduced.

1. Introduction

Sparse Low-degree IMplicit (SLIM) surface [11] is a recently developed non-conforming surface representation. A SLIM surface consists of a set of spherically supported quadratic/cubic polynomial implicit functions. Using SLIM surfaces, we can achieve an economical surface representation and high-quality rendering with nice derivative estimations on a surface. Fig. 2 compares rendering qualities of the Stanford bunny mesh and its approximation by a SLIM surface. We can clearly see an advantage of the SLIM surface rendering [11] over the conventional triangle mesh with Phong shading. Further the radius of each spherical support can be adaptively defined according to an approximation error between the local implicit surface and the original mesh vertices as shown in Fig. 3.

In this paper, we propose a novel method for free-form deformation of SLIM surfaces. We specifically consider the application of so called the surface deformation based on differential coordinates [2, 18, 9, 20, 16, 21, 10, 22], which is recently an active research topic in mesh modeling, to SLIM surfaces. In those approaches, the local details of a surface are first encoded as implicit and rotation-invariant representations by using differential coordinates such as Laplacians. According to the deformation of a sparse set of control points specified by the user, a surface in the ROI (region of interest) is reconstructed so as to preserve the details of a surface. Consequently, a detail-preserving deformation of surfaces is achieved compared to the classical spatial deformation techniques ([5], [15], etc.).
In the deformation, we should consider the several technical issues: First, a SLIM surface does not have the connectivity information between neighbor points. To apply the surface deformation technique, we then have to construct such connectivity before the deformation. Second, a SLIM surface has a set of local supports. During the deformation of a surface, incremental updates of such supports have to be considered.

Here we divide the computation of surface deformation for SLIM surfaces into two optimization problems: One is the *global* optimization of the center positions of supports and the propagation of the local transformations. The other is the *local* optimization of each implicit function in local supports.

Our global/local optimization method can be regarded as a simple multi-resolution technique. The rough geometry of a surface, which is represented by the center positions of supports, is deformed by a global optimization (a Laplacian based approach). Each local optimization deforms the detailed geometry which is encoded by the polynomial implicit function. The Laplacian based global optimization is efficiently performed after factorizing the Laplacian matrix [17]. Our local optimization for each local function consists of small linear least square fittings. Thus we achieve interactive surface deformations.

The most important benefit of the proposed method is demonstrated in Fig. 1. The gargoyle model is originally represented by over a million of triangles (863K vertices). By using Laplacian based mesh deformation techniques, a global deformation of such a highly detailed geometry is a challenging task because it is hard to factorize a large Laplacian matrix even if the matrix is highly sparse. In contrast, a SLIM surface requires only 69K quadratic primitives for representing almost the same geometrical details as shown in the left image of Fig. 1. This fact means that the size of the Laplacian matrix is much smaller, then the computational effort for factorizing Laplacian matrix is dramatically reduced. In other words, comparing with mesh-based approaches we can handle more highly detailed geometry using our SLIM-based deformation technique.

2. Free-form deformation of SLIM surfaces

A SLIM surface is defined as a set of compactly supported implicit surfaces each of which is composed of the following local parameters of function supports and a polynomial implicit function. (see also the right image of Fig. 4):

- **Center position** \( \mathbf{c} = (c^x, c^y, c^z)^T \) of a local support.
- **Local orthogonal frame** \( (\mathbf{d}^x, \mathbf{d}^y, \mathbf{d}^w) \) for a local support.
  The unit vector \( \mathbf{d}^w \) indicates the normal direction of
the local function. The tangential directions are represented by the unit vectors \( d_u \) and \( d_v \). The local coordinates \( (u, v, w) \) for a point \( x \) are calculated by \( u(x) = d_u \cdot (x - c) \), \( v(x) = d_v \cdot (x - c) \), and \( w(x) = d_w \cdot (x - c) \).

- Radii of the ellipsoidal support, \( r_u \), \( r_v \), and \( r_w \) in the directions \( d_u \), \( d_v \), and \( d_w \), respectively. Given a point \( x \), we can check whether \( x \) is included in the support by \( 1 - (u(x)/r_u)^2 - (v(x)/r_v)^2 - (w(x)/r_w)^2 > 0 \).

- Local implicit function \( f(x) \) whose zero-level represents a local approximation of the surface. It is a bi-variate height function in implicit form, i.e. \( f(x) = w(x) - h(u(x), v(x)) \). For example, \( h(u,v) = Au^2 + Buv + Cv^2 + Du + Ev + F \) in the quadratic primitive case.

In the original SLIM surfaces [11], spherically supported implicit functions are used. In this work, we use ellipsoidal supports because deforming a SLIM surface causes local stretches in the tangential directions as shown in the left image of Fig. 4.

**Figure 4.** Left: A deformation of the bunny’s tail. Right: The notations for an ellipsoidally supported function. The direction \( d_v \) is omitted in the image.

Our deformation consists of the following four steps. Fig. 5 shows how each step affects a SLIM surface.

1. Creation of a neighbor graph of the centers. The centers are connected using inclusion of other centers in the supports ((b) in Fig. 5).
2. Global deformation realized by the movements of the centers by employing a Laplacian based mesh deformation technique ((c) in Fig. 5).
3. Update the local frame and radii of each function support. The shape of the support is locally deformed according to the movements of its neighboring centers ((d) in Fig. 5).
4. Re-fitting each of the local implicit functions. The function is also locally deformed according to the movements of their neighboring centers ((e) in Fig. 5).

### 2.1. Creating a neighbor graph

We firstly create a graph by connecting the centers \( \mathcal{C} = \{c_i|1 \leq i \leq N\} \). This graph is used in both global and local deformations. Two centers \( c_i \) and \( c_j \) are connected by an edge if either \( c_i \) is included in the \( j \)-th support or \( c_j \) is included in the \( i \)-th support. More formally, the conditions can be written as the following inclusion tests of ellipsoids;

\[
1 - (u_{ij}(c_{ij})/r_{ij}^2) - (v_{ij}(c_{ij})/r_{ij}^2) - (w_{ij}(c_{ij})/r_{ij}^2) > 0 \\
\text{or} \\
1 - (u_{ji}(c_{ij})/r_{ij}^2) - (v_{ij}(c_{ij})/r_{ij}^2) - (w_{ij}(c_{ij})/r_{ij}^2) > 0.
\]

In order to perform efficient range queries, the coordinates of the centers are sorted using a kd-tree.

### 2.2. Global deformation by movements of centers

Using the graph created in the above procedure, we can define a graph Laplacian \( \Delta(c) \) at a center \( c \).

\[
\Delta(c) = c - \frac{1}{\sum_j \omega_j} \sum_j \omega_j c_j,
\]

where \( c_j \) is a neighboring center of \( c \) and \( \omega_j \) is a weight for \( c_j \). In our method equal weights are used, i.e. \( \omega_j = 1 \). An alternative choice of the weighting scheme is to take an inverse of the edge length [7] which is effective in the case the graph vertices are distributed irregularly. Since the centers of a SLIM surface are regularly distributed, equal weights even work well. Once a graph Laplacian is defined, techniques developed for mesh deformations can be adapted to move the center positions. For the Laplacian based deformation technique, we employ a combination of two methods proposed in [9] and [21].

In our experimental system, a user specifies a set of control points \( \mathcal{D} = \{c_k|1 \leq k \leq M\} \) which is a subset of \( \mathcal{C} \) (the index \( k \) for \( \mathcal{D} \) indicates a different enumeration from \( i \) for \( \mathcal{C} \)) and their desired positions \( \{p_k|1 \leq k \leq M\} \). Additionally, as demonstrated in Fig. 6 local transformations denoted by \( \{T_k|1 \leq k \leq M\} \) are specified at the control points. Each local transformation is propagated to all centers, then at each center the propagated transformations are averaged. We denote the averaged transformation at each center \( c \), as a \( 3 \times 3 \) matrix \( R_c \).

Similarly to [9], we solve the following global least square fitting in order to obtain new center positions \( \mathcal{C}' = \{\tilde{c}_i|1 \leq i \leq N\} \).

\[
\sum_{i=1}^{N} ||\Delta(\tilde{c}_i) - R_c \Delta(c_i)||^2 + \sum_{k=1}^{M} (W_k ||\tilde{c}_k - p_k||)^2 \rightarrow \min. \quad (1)
\]
where $W_k$ is a weight for the $k$-th control point. In our experiments we set $W_k = N/M$ which equalizes the first and second terms of (1).

By applying the normal equation method [14], (1) can be solved as a linear least square problem, i.e. solving $N \times N$ sparse linear systems. The sparsity is due to the local support of $\Delta$. The matrix depends on only the graph connectivity and the choice of $\mathcal{D}$. Thus, if we factorize the matrix once, the factorization can be reused during the changes of $\{p_k\}$ and $\{T_k\}$. The new center positions can be quickly obtained by three times of back-substitutions ($x$, $y$, and $z$ components). As recommended in [17], we use TAUCS library [19] which includes very efficient factorization algorithms.

To propagate $\{T_k\}$, we use the method proposed in [21]. In their method, a harmonic map denoted by $\{h^m_{n}\}1 \leq i \leq N$ is created for each control point $c_m$. The values of the harmonic map are used as the weights in propagating $T_m$. The harmonic map takes maximum at $c_m (h^m_{m} = 1)$ and minimum at the other control points ($h^m_{n} = 0$ for $m \neq k$). Fig. 7 shows an example of the harmonic map from the control point on the shoulder to the other two control points. Notice that we also have the other two harmonic maps (from the head and from the tail) which are not shown in Fig. 7.

In our implementation, each harmonic map is computed by solving the following optimization problem.

$$\sum_{i=1}^{N} \Delta(h^m_{i})^2 + \sum_{k=1}^{M} (W_k (h^m_{k} - \delta_{mk}))^2 \to \min,$$  

where $\delta_{mk}$ equals to 1 if $m = k$, otherwise 0. After solving (2) $M$ times, $M$ harmonic maps are created. At each center $c$, the scalars $\{W_m h^m_{n}\}1 \leq m \leq M$ are assigned. Each scalar $W_m h^m_{n}$ are used as the weight for $T_m$ in the averaging procedure. As claimed in [21], to solve (2) we can share the same sparse matrix used for solving (1), thus the additional computations are only $M$ times of back-substitutions.

Note that the formulation (2) is slightly different from [21]. Actually, solving (2) does not create an exact har-
monic map since the conditions \( \{ \Delta h_k = 0 \} \) at the control points break the harmonic property. Our scalar field has no guarantee that the values of the map is bounded by \([0, 1]\). For resolving this problem, we simply truncate the values to \([0, 1]\).

### 2.3. Updating local frame and support size

Using the new center positions, we update the local frame \((d^u, d^v, d^w)\) and the support radii \(r^u, r^v,\) and \(r^w\) of each function support. To update such local parameters at \(c\), only the movements of the local neighbors, i.e., \(\{c_j\}\) and \(\{\tilde{c}_j\}\), are used.

**In normal direction** The normal direction \(d^w\) is updated by
\[
d^w = (J^{-T}d^w)/\|J^{-T}d^w\|,\]
where the \(3 \times 3\) matrix \(J\) is the Jacobian matrix at \(c\) and \(-T\) means the transposed inverse matrix. An approximation of \(J\) is obtained by the following least square fitting.
\[
\sum_j \|J(c_j - c) - (\tilde{c}_j - \tilde{c})\|^2 \rightarrow \min \tag{3}
\]
After a simple calculation, the solution of (3) is directly obtained by \(J^{-T} = AB^{-1}\) where two \(3 \times 3\) matrices are given by
\[
A = \sum_j (c_j - c)(\tilde{c}_j - \tilde{c})^T, \quad B = \sum_j (\tilde{c}_j - \tilde{c})(\tilde{c}_j - \tilde{c})^T.
\]
The matrix inversion of \(B\) is not possible if \(\tilde{c}\) and all \(\{c_j\}\) lie on the same plane. On such a flat region, a new normal direction \(d^w\) can be simply computed by the covariance analysis of \(B\) [8].

The support radius in the normal direction is kept as \(r^w = r^w\) since the local movements of the centers mainly consist of the local stretching in the tangential directions.

**In tangential directions** it is possible to update the remaining two tangential directions and their support radii using \(J\) as demonstrated in [6]. In their case very accurate \(J\) can be obtained in the analytical way since an analytical formula of the spatial deformation is provided. In our case \(J\) is numerically estimated by solving (3). According to our experiments, our \(J\) is sometimes not accurate enough to use for updating the radii in the tangential directions. Thus, we perform another fitting as follows.

The boundary of the old support on the tangent plane can be written as the zero-level of \(\phi(u, v) = 1 - (u/r^u)^2 - (v/r^v)^2\). Similarly, the boundary of the new support is the zero-level of \(\tilde{\phi}(\tilde{u}, \tilde{v}) = 1 - (\tilde{u}/\tilde{r}^u)^2 - (\tilde{v}/\tilde{r}^v)^2\). As illustrated in Fig. 8, our fitting is aimed to keep the values of \(\phi\) at each of the old center positions as much as possible at the new center positions. Thus the following least square fitting is applied.
\[
\sum_j (\phi(u(c_j), v(c_j)) - \tilde{\phi}(\tilde{u}(\tilde{c}_j), \tilde{v}(\tilde{c}_j)))^2 \rightarrow \min \tag{4}
\]
In order to solve the above problem as a linear least square problem, \(\tilde{\phi}\) is rewritten as \(\tilde{\phi}(s, t) = \alpha s^2 + 2\beta st + \gamma t^2\). The temporal tangential coordinates \((s, t)\) are computed by \(s(x) = d^v \cdot (x - \tilde{c})\) and \(t(x) = d^u \cdot (x - \tilde{c})\) where two orthogonal unit vectors \(d^u\) and \(d^v\) are perpendicular to \(d^w\).

After solving (4) with respect to \(\alpha, \beta,\) and \(\gamma\), we analyze them by the following eigenvalue decomposition.
\[
\begin{pmatrix}
\alpha & \beta \\
\beta & \gamma
\end{pmatrix}
= \begin{pmatrix}
\xi_1 & \xi_2 \\
\xi_2 & \xi_3
\end{pmatrix}
\begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix}
\begin{pmatrix}
\xi_1^{-1} & \xi_2^{-1} \\
\xi_2^{-1} & \xi_3^{-1}
\end{pmatrix}
\]
The two unit eigenvectors \((\xi_1, \xi_2)\) and \((\xi_2, \xi_3)\) indicate two principal orthogonal axes of the ellipse \(\tilde{\phi} = 0\). Thus, the new tangential directions are given by \(d^u = \xi_1 d^v + \xi_1' d^v\) and \(d^v = \xi_2 d^u + \xi_2' d^u\). The eigenvalues \(\lambda_1\) and \(\lambda_2\) give the squared inverse of radii of \(\tilde{\phi} = 0\). So, we get the new support radii as \(\tilde{r}^u = 1/\sqrt{\lambda_1}\) and \(\tilde{r}^v = 1/\sqrt{\lambda_2}\).

If we fail to solve (4) or either \(\lambda_{1, 2}\) is negative (very rare case in our experiments), then we switch the fitting procedure from an ellipse to a circle, i.e., \(\phi(\tilde{u}, \tilde{v}) = 1 - \alpha \tilde{u}^2 - \alpha \tilde{v}^2\). Fitting a circle is never failed unless the all neighboring centers \(\{\tilde{c}_j\}\) lie on the \(\tilde{w}\)-axis.

![Figure 8. Updating the support on the tangent plane (4). The levels of the \(\phi(u, v)\) at each of the old centers \(\{c_j\}\) (right) should be preserved at the new centers \(\{\tilde{c}_j\}\) (left).](image)

### 2.4. Local polynomial fitting

Using the neighboring new and old center positions, we re-fit the local polynomial implicit function \(f(x)\). As illustrated in Fig. 9, the idea is essentially same as (4). We try to keep the function values \(\{f(c_j)\}\) at the new centers \(\{\tilde{c}_j\}\).
\[
\sum_j (f(c_j) - \tilde{f}(c_j))^2 + (\tilde{f}(c) - f(c))^2 \rightarrow \min \tag{5}
\]
Since \(f(c) \neq 0\) in general, \(c\) is included in (5). Solving (5) requires a \(6 \times 6\) matrix inversion in the quadratic primitive
We use SVD [14] for computing the matrix inversion since the matrix is sometimes singular.

Figure 9. Updating the local implicit function (5). The levels of the \( f(x) \) at each of the old centers \( \{c_j\} \) (right) should be preserved at the new centers \( \{\tilde{c}_j\} \) (left).

3. Results and discussion

3.1 Implementation summary

Fig. 10 shows a sequence of deformations via several interactions of a user. In the following, we explain user’s interaction steps and the corresponding computations which are performed in each step.

Step 1: A neighbor graph is created. Then the user selects several control points from the centers.

Step 2: After deciding a choice of control points, the matrix factorization for solving (1) and (2) is performed. Then, the weights for averaging the local transformations are computed by solving (2) \( M \) times.

Step 3: The user changes the positions and the local transformations of the control points. Simultaneously with the user’s control, the new center positions are computed by solving (1) after averaging the local transformations. Then, we solve (3), (4), and (5) at each of the local supports.

Step 4: When the user confirms the deformation, we go back to the step 1 for applying another deformation with a different choice of control points.

In step 3, solving (5) seems to be a little bit expensive comparing with the others, however an interactive updating is possible in deforming relatively small SLIM models, for example the bunny and dinosaur. For large models like in Fig. 1, solving (5) is omitted during the user moves a control point or local transformation. In this case all coefficients are set to zero that means we set \( f(x) = 0 \) as the tangent plane (flat primitive). The left image of Fig. 11 shows a rendering result during the user’s change of a control. If the user stops the change, the high quality geometry is rendered after solving (5).

In our current system, specifying ROI is not supported. So all elements of a SLIM surface participate in the computation. The fixed parts under a deformation are roughly pinned by a few control points as shown in Fig. 10. Of course the deformation using ROI seems to work as well as mesh deformation case.

Figure 11. Left : the model rendered using the tangent planes by omitting local fitting (5). The details are lost in the rendering, but quick response to user’s control. Right : the model rendered using the quadratic primitives.

3.2 Timing

The timing results are reported in Table 1. In our experiments we used a standard 3.0GHz Pentium 4 PC with 2GB RAM. In all results presented in this paper we used quadratic primitive based SLIM models. The choice of the polynomial degree affects only the time for solving (5).

Since the cost of propagating the local transformations is proportional to the number of control points, we report two cases in deformations of the armadillo model (corresponding to (a)–(c) and (c)–(e) in Fig. 10).

Rendering SLIM surfaces proposed in [11] is too time-consuming for interactive movements of control points. For example, creating an image of the Armadillo model with \( 512 \times 512 \) pixels takes about 1 second. To save the rendering time during a user’s movement of a control point, we decrease the support size and omit the blending intersections. The resulting rendering time is less than 0.1 second, thus the overhead of rendering a SLIM surface is relatively
Figure 10. A sequence of deformations via several interactions of the user. (a) The user selected control points. (b) The user deformed the left leg. (c) After deforming the right leg, the control points were released. (d) With new control points, the user deformed the arms. (e) The head was also deformed.

small. Once the user releases the control point, the full rendering procedure is performed.

3.3 Comparison with mesh deformation

In Fig. 12 we compare a mesh-based deformation and our SLIM-based deformation. For the mesh-based deformation, the optimization (1) was solved with respect to the mesh vertex positions instead of the center positions of a SLIM surface.

According to our experiments large global distortions were observed in the mesh-based deformations. On a SLIM surface, the local details are encoded by the local implicits and the support center positions represent only a simplified and smooth geometry. Thus, the Laplacian vector field on the support centers is very smooth and can be accurately integrated in a numerical way. In contrast, the Laplacian vector field on a dense and detailed mesh is not so smooth since the Laplacians contain the local detail information. We guess that an accurate integration of such a complicated vector field is a numerically difficult task.

Another benefit to use a SLIM surface for solving (1) is that relatively less constraints are required to successfully compute the matrix factorization. We think this is simply caused by the fact that the number of support centers is much less than the number of mesh vertices. As demonstrated in Fig. 13, we could deform the dinosaurs model represented as a SLIM surface using only a few control points. In our experiments, the matrix factorization for the dinosaurs mesh using such a few number of control points was failed due to a numerically ill-conditioned matrix.

As reported in the last two rows on Table 1, SLIM surfaces are effective to save the computational time in solving (1). However, a total time to update a shape for each movement of a control point in SLIM-based deformations is almost the same as that in mesh-based deformations. In SLIM-based deformations, we must perform additional computations: estimating the new local frames, radii, and local implicits. However, these computations are localized at each primitive since only the neighboring centers are used. Thus, it is easy to accelerate SLIM-based deformations by parallelizing the local computations using a multi-core processor or GPU with which standard PCs are
Table 1. Timing results.

<table>
<thead>
<tr>
<th>Model</th>
<th>N</th>
<th>M</th>
<th>Graph creation</th>
<th>Factorization for (1) (2) + Solve (2)</th>
<th>Average ${T_k}$ + Solve (1)</th>
<th>Solve (3) (4)</th>
<th>Solve (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dinosaurs</td>
<td>9K</td>
<td>3</td>
<td>0.088 sec.</td>
<td>0.91 sec.</td>
<td>0.062 sec.</td>
<td>0.031 sec.</td>
<td>0.19 sec.</td>
</tr>
<tr>
<td>Armadillo</td>
<td>25K</td>
<td>8</td>
<td>0.28 sec.</td>
<td>3.6 sec.</td>
<td>0.18 sec.</td>
<td>0.094 sec.</td>
<td>0.50 sec.</td>
</tr>
<tr>
<td></td>
<td>25K</td>
<td>11</td>
<td>0.44 sec.</td>
<td>4.6 sec.</td>
<td>0.24 sec.</td>
<td>0.094 sec.</td>
<td>0.50 sec.</td>
</tr>
<tr>
<td>Gargoyle</td>
<td>69K</td>
<td>8</td>
<td>1.4 sec.</td>
<td>13 sec.</td>
<td>0.77 sec.</td>
<td>0.29 sec.</td>
<td>1.3 sec.</td>
</tr>
<tr>
<td>Dinosaurs (SLIM)</td>
<td>9K</td>
<td>10</td>
<td>0.088 sec.</td>
<td>1.1 sec.</td>
<td>0.047 sec.</td>
<td>0.031 sec.</td>
<td>0.19 sec.</td>
</tr>
<tr>
<td>Dinosaurs (mesh)</td>
<td>56K</td>
<td>10</td>
<td>–</td>
<td>4.2 sec.</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

3.4 Sharp feature preservation

One good property of the mesh-based Laplacian deformations is the preservation of sharp features. This good property is also kept in our SLIM-based deformations as demonstrated in the top images of Fig. 14. Instead of using mesh connectivity, an artificial neighboring graph on a SLIM surface causes no problem even near the sharp features.

In our current SLIM surface, only a polynomial implicit can be assigned to each local support. This restriction slightly smooths out sharp features due to the blending of overlapped implicits as shown in the bottom images in Fig. 14. As indicated in [12], we need to assign several implicits with Boolean operations in order to represent exact sharp features. Even if several implicits are assigned to a local support, our proposed polynomial updating (5) seems to work well. We just need to apply the refitting procedure to each local implicit separately.

3.5 Problems and future work

We encountered the following problems and will try to solve them in the future.

- As shown in Fig. 15, highly stretching might create small holes. Of course we did not encounter this problem in typical deformations. This problem means ellipsoidal supports can not capture a large amount of deformations. We think this problem can be solved by fissions of elements similarly to [13].

- Topological changes are not possible. To allow the topological changes during deformations we need dynamic changes of the graph structure and local boolean operations for eliminating the redundant parts of a surface. Using Laplacian based approach is not suited for this purpose because changing the connectivity of the graph invokes re-factorization of the Laplacian matrix. Spatial deformation techniques are more suitable for solving this problem. Further our local optimization method can also be combined with spatial deformation methods.
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